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DRAFT EUROPEAN PARLIAMENT LEGISLATIVE RESOLUTION

on the proposal for a regulation of the European Parliament and of the Council Laying
down rules to prevent and combat child sexual abuse
(COM(2022)0209 — C9-0174/2022 — 2022/0155(COD))

(Ordinary legislative procedure: first reading)

The European Parliament,

— having regard to the Commission proposal to Parliament and the Council
(COM(2022)0209),

— having regard to Article 294(2) and Article 114 of the Treaty on the Functioning of the
European Union, pursuant to which the Commission submitted the proposal to
Parliament (C9-0174/2022),

— having regard to Article 294(3) of the Treaty on the Functioning of the European Union,

— having regard to the reasoned opinions submitted, within the framework of Protocol No
1 and 2 to the EU Treaties, by the Spanish Parliament, the Netherlands Senate, the Irish
Houses of the Oireachtas, the French Senate and the Czech Chamber of Deputies,

— having regard to the opinion of the European Economic and Social Committee of 21
September 2022!,

—  having regard to Rule 59 of its Rules of Procedure,

— having regard to the opinions of the Committee on the Internal Market and Consumer
Protection, Committee on Budgets, Committee on Culture and Committee on Education
and Women’s Rights and Gender Equality

— having regard to the report of the Committee on Civil Liberties, Justice and Home
Affairs (A9-0364/2023),

1.  Adopts its position at first reading hereinafter set out;

2. Approves its statement annexed to this resolution, which will be published in the L
series of the Official Journal of the European Union together with the final legislative
act;

3. Calls on the Commission to refer the matter to Parliament again if it replaces,
substantially amends or intends to substantially amend its proposal;

4.  Instructs its President to forward its position to the Council, the Commission and the
national parliaments.

1'0J C 486,21.12.2022, p. 133.
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Amendment 1

Proposal for a regulation
Recital 1

Text proposed by the Commission

(1) Information society services have
become very important for communication,
expression, gathering of information and
many other aspects of present-day life,
including for children but also for
perpetrators of child sexual abuse offences.
Such offences, which are subject to
minimum rules set at Union level, are very
serious criminal offences that need to be
prevented and combated effectively in
order to protect children’s rights and well-
being, as is required under the Charter of
Fundamental Rights of the European Union
(‘Charter’), and to protect society at large.
Users of such services offered in the Union
should be able to trust that the services
concerned can be used safely, especially by
children.

Amendment 2

Proposal for a regulation
Recital 2

Text proposed by the Commission

(2) Given the central importance of
relevant information society services, those
aims can only be achieved by ensuring that
providers offering such services in the
Union behave responsibly and take
reasonable measures to minimise the risk
of their services being misused for the
purpose of child sexual abuse, those
providers often being the only ones in a
position to prevent and combat such abuse.
The measures taken should be targeted,
carefully balanced and proportionate, so as

PE746.811v02-00

Amendment

(1) Information society services have
become very important for communication,
expression, gathering of information and
many other aspects of present-day life,
including for children. However, these
services are also used by perpetrators of
child sexual abuse offences. Such offences,
which are subject to minimum rules set at
Union level, are very serious criminal
offences that often cause long-lasting
negative consequences on victims and that
need to be prevented and combated
effectively in order to protect children’s
rights and well-being, as is required under
the Charter of Fundamental Rights of the
European Union (‘Charter’), and to protect
society at large. Users of such services
offered in the Union should be able to trust
that the services concerned can be used
safely in a trusted online environment,
especially by children.

Amendment

(2) Given the central importance of
relevant information society services, those
aims can only be achieved by ensuring that
providers offering such services in the
Union behave responsibly and take
reasonable measures to minimise the risk
of their services being misused for the
purpose of child sexual abuse, those
providers often being in a unique position
to prevent and combat such abuse. The
measures taken should be effective,
targeted, evidence-based, carefully
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to avoid any undue negative consequences
for those who use the services for lawful
purposes, in particular for the exercise of
their fundamental rights protected under
Union law, that is, those enshrined in the
Charter and recognised as general
principles of Union law, and so as to avoid
imposing any excessive burdens on the
providers of the services.

Amendment 3

Proposal for a regulation
Recital 3

Text proposed by the Commission

3) Member States are increasingly
introducing, or are considering introducing,
national laws to prevent and combat online
child sexual abuse, in particular by
imposing requirements on providers of
relevant information society services. In
the light of the inherently cross-border
nature of the internet and the service
provision concerned, those national laws,
which diverge, have a direct negative effect
on the internal market. To increase legal
certainty, eliminate the resulting obstacles
to the provision of the services and ensure
a level playing field in the internal market,
the necessary harmonised requirements
should be laid down at Union level.

Amendment 4

Proposal for a regulation
Recital 4

Text proposed by the Commission

(4) Therefore, this Regulation should

RR\1290746EN.docx

balanced, and proportionate, and subject to
constant review so as to avoid any undue
negative consequences for those who use
the services for lawful purposes, in
particular for the exercise of their
fundamental rights protected under Union
law, that is, those enshrined in the Charter
and recognised as general principles of
Union law, and so as to avoid directly or
indirectly imposing any excessive burdens
on the providers of the services.

Amendment

3) Member States are increasingly
introducing, or are considering introducing,
national laws to prevent and combat online
child sexual abuse and more generally to
protect children online, in particular by
imposing requirements on providers of
relevant information society services. In
the light of the inherently cross-border
nature of the internet and the service
provision concerned, those national laws,
which sometimes diverge, can have a
direct negative effect on the internal
market. To increase legal certainty,
eliminate the resulting obstacles to the
provision of the services and ensure a level
playing field in the internal market, the
necessary harmonised requirements should
be laid down at Union level.

Amendment

(4) Therefore, this Regulation should

PE746.811v02-00
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contribute to the proper functioning of the
internal market by setting out clear,
uniform and balanced rules to prevent and
combat child sexual abuse in a manner that
is effective and that respects the
fundamental rights of all parties concerned.
In view of the fast-changing nature of the
services concerned and the technologies
used to provide them, those rules should be
laid down in technology-neutral and future-
proof manner, so as not to hamper
innovation.

Amendment 5

contribute to the proper functioning of the
internal market by setting out clear,
uniform, effective, proportionate and
carefully balanced rules to prevent and
combat child sexual abuse in a manner that
is effective, targeted and proportionate,
and that respects the fundamental rights of
all parties concerned. In view of the fast-
changing nature of the services concerned
and the technologies used to provide them,
those rules should be laid down in
technology-neutral and future-proof
manner, so they stimulate innovation and
technological development to prevent and
combat online child sexual abuse.

Compromise amendment replacing Amendment(s): 310, 311

Proposal for a regulation
Recital 5

Text proposed by the Commission

(5) In order to achieve the objectives of
this Regulation, it should cover providers
of services that have the potential to be
misused for the purpose of online child
sexual abuse. As they are increasingly
misused for that purpose, those services
should include publicly available
interpersonal communications services,
such as messaging services and web-based
e-mail services, in so far as those service as
publicly available. As services which
enable direct interpersonal and interactive
exchange of information merely as a minor
ancillary feature that is intrinsically linked
to another service, such as chat and similar
functions as part of gaming, image-sharing
and video-hosting are equally at risk of
misuse, they should also be covered by this
Regulation. However, given the inherent
differences between the various relevant
information society services covered by
this Regulation and the related varying
risks that those services are misused for the
purpose of online child sexual abuse and

PE746.811v02-00

Amendment

(5) In order to achieve the objectives of
this Regulation, it should cover providers
of services that have the potential to be
misused for the purpose of online child
sexual abuse. As they are increasingly
misused for that purpose, those services
should include publicly available number-
independent interpersonal communications
services, such as messaging services and
web-based e-mail services, in so far as
those services as are publicly available. As
services which enable direct interpersonal
and interactive exchange of information
merely as a minor ancillary feature that is
intrinsically linked to another service, such
as chat and similar functions as part of
gaming online games, image-sharing and
video-hosting are also at risk of misuse for
the purpose of online child sexual abuse,
they should also be covered by this
Regulation. However, given the inherent
differences between the various relevant
information society services covered by
this Regulation and the related varying

RR\1290746EN.docx



varying ability of the providers concerned
to prevent and combat such abuse, the
obligations imposed on the providers of
those services should be differentiated in
an appropriate manner.

Amendment 6

Proposal for a regulation
Recital 6

Text proposed by the Commission

(6) Online child sexual abuse
frequently involves the misuse of
information society services offered in the
Union by providers established in third
countries. In order to ensure the
effectiveness of the rules laid down in this
Regulation and a level playing field within
the internal market, those rules should
apply to all providers, irrespective of their
place of establishment or residence, that
offer services in the Union, as evidenced
by a substantial connection to the Union.

Amendment 7

Proposal for a regulation
Recital 7

Text proposed by the Commission

(7) This Regulation should be without
prejudice to the rules resulting from other
Union acts, in particular Directive 2011/93
of the European Parliament and of the
Council®® , Directive 2000/31/EC of the
European Parliament and of the Council®
and Regulation (EU) .../... of the
European Parliament and of the Council*
[on a Single Market For Digital Services
(Digital Services Act) and amending

RR\1290746EN.docx

risks that those services are misused for the
purpose of online child sexual abuse and
varying ability of the providers concerned
to prevent and combat such abuse, the
obligations imposed on the providers of
those services should be differentiated in
an appropriate manner without lowering
child protection standards.

Amendment

(6) Online child sexual abuse can also
involve the misuse of information society
services offered in the Union by providers
established in third countries. In order to
ensure the effectiveness of the rules laid
down in this Regulation and a level playing
field within the internal market, those rules
should apply to all providers, irrespective
of their place of establishment or residence,
that offer services in the Union, as
evidenced by a substantial connection to
the Union.

Amendment

(7) This Regulation should be without
prejudice to the rules resulting from other
Union acts, in particular Directive 2011/93
of the European Parliament and of the
Council®® , Directive 2000/31/EC of the
European Parliament and of the Council®
and Regulation (EU) 2022/2065 of the
European Parliament and of the Council*,
Directive 2010/13/EU of the European
Parliament and of the Council*! ,

PE746.811v02-00
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Directive 2000/31/EC], Directive
2010/13/EU of the European Parliament
and of the Council*! , Regulation (EU)
2016/679 of the European Parliament and
of the Council*? , and Directive
2002/58/EC of the European Parliament
and of the Council® .

38 Directive 2011/93/EU of the European
Parliament and of the Council of 13
December 2011 on combating the sexual
abuse and sexual exploitation of children
and child pornography, and replacing
Council Framework Decision 2004/68/JHA
(OJL 335,17.12.2011, p. 1).

39 Directive 2000/31/EC of the European
Parliament and of the Council of 8 June
2000 on certain legal aspects of
information society services, in particular
electronic commerce, in the Internal
Market ('Directive on electronic
commerce') (OJ L 178, 17.7.2000, p. 1).

40 Regulation (EU) .../... of the European
Parliament and of the Council on a Single
Market For Digital Services (Digital
Services Act) and amending Directive
2000/31/EC (OJ L ....).

41 Directive 2010/13/EU of the European
Parliament and of the Council of 10 March
2010 on the coordination of certain
provisions laid down by law, regulation or
administrative action in Member States
concerning the provision of audiovisual
media service (OJ L 95, 15.4.2010, p. 1).

42 Regulation (EU) 2016/679 of the
European Parliament and of the Council of
27 April 2016 on the protection of natural
persons with regard to the processing of
personal data and on the free movement of

such data, and repealing Directive
95/46/EC (OJ L 119, 4.5.2016, p. 1).

43 Directive 2002/58/EC of the European
Parliament and of the Council of 12 July
2002 concerning the processing of personal
data and the protection of privacy in the
electronic communications sector

PE746.811v02-00

Regulation (EU) 2016/679 of the European
Parliament and of the Council*? , and
Directive 2002/58/EC of the European
Parliament and of the Council® .

38 Directive 2011/93/EU of the European
Parliament and of the Council of 13
December 2011 on combating the sexual
abuse and sexual exploitation of children
and child pornography, and replacing
Council Framework Decision 2004/68/JHA
(OJL 335,17.12.2011, p. 1).

39 Directive 2000/31/EC of the European
Parliament and of the Council of 8 June
2000 on certain legal aspects of
information society services, in particular
electronic commerce, in the Internal
Market ('Directive on electronic
commerce') (OJ L 178, 17.7.2000, p. 1).

40 Regulation (EU) .../... of the European
Parliament and of the Council on a Single
Market For Digital Services (Digital
Services Act) and amending Directive
2000/31/EC (OJ L ....).

41 Directive 2010/13/EU of the European
Parliament and of the Council of 10 March
2010 on the coordination of certain
provisions laid down by law, regulation or
administrative action in Member States
concerning the provision of audiovisual
media service (OJ L 95, 15.4.2010, p. 1).

42 Regulation (EU) 2016/679 of the
European Parliament and of the Council of
27 April 2016 on the protection of natural
persons with regard to the processing of
personal data and on the free movement of

such data, and repealing Directive
95/46/EC (OJ L 119, 4.5.2016, p. 1).

43 Directive 2002/58/EC of the European
Parliament and of the Council of 12 July
2002 concerning the processing of personal
data and the protection of privacy in the
electronic communications sector
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(‘Directive on privacy and electronic
communications’) (OJ L 201, 31.7.2002, p.
37).

Amendment 8

Proposal for a regulation
Recital 8

Text proposed by the Commission

(8) This Regulation should be
considered lex specialis in relation to the
generally applicable framework set out in
Regulation (EU) .../... [on a Single
Market For Digital Services (Digital
Services Act) and amending Directive
2000/31/EC] laying down harmonised
rules on the provision of certain
information society services in the internal
market. The rules set out in Regulation
(EU) .../... [on a Single Market For
Digital Services (Digital Services Act) and
amending Directive 2000/31/EC]J apply in
respect of issues that are not or not fully
addressed by this Regulation.

Amendment 9
Proposal for a regulation
Recital 9 a (new)

Text proposed by the Commission

RR\1290746EN.docx

(‘Directive on privacy and electronic
communications’) (OJ L 201, 31.7.2002, p.
37).

Amendment

() This Regulation should be
considered lex specialis in relation to the
generally applicable framework set out in
Regulation (EU) 2022/2065 laying down
harmonised rules on the provision of
certain information society services in the
internal market. The rules set out in
Regulation (EU) 2022/2065 apply in
respect of issues that are not or not fully
addressed by this Regulation.

Amendment

(9a) Encryption, and especially end-to-
end encryption, is an increasingly
important tool to guarantee the security
and confidentiality of the communications
of all users, including children. Any
restrictions or undermining of the end-to-
end encryption can be used and abused by
malicious third parties. Nothing in this
Regulation should therefore be
interpreted as prohibiting, weakening or
undermining end-to-end encryption.

PE746.811v02-00
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Amendment 10

Proposal for a regulation
Recital 10

Text proposed by the Commission

(10)  In the interest of clarity and
consistency, the definitions provided for in
this Regulation should, where possible and
appropriate, be based on and aligned with
the relevant definitions contained in other
acts of Union law, such as Regulation (EU)
«e/vo. [on a Single Market For Digital
Services (Digital Services Act) and
amending Directive 2000/31/EC].

Amendment 11

Proposal for a regulation
Recital 11

Text proposed by the Commission

(11) A substantial connection to the
Union should be considered to exist where
the relevant information society services
has an establishment in the Union or, in its
absence, on the basis of the existence of a
significant number of users in one or more
Member States, or the targeting of
activities towards one or more Member
States. The targeting of activities towards
one or more Member States should be
determined on the basis of all relevant
circumstances, including factors such as
the use of a language or a currency
generally used in that Member State, or the

PE746.811v02-00

Providers of information society services
should under no circumstances be
prevented from providing their services
using the highest standards of encryption,
considering that such encryption is
essential for trust in and security of the
digital services.

Amendment

(10)  In the interest of clarity and
consistency, the definitions provided for in
this Regulation should, where possible and
appropriate, be based on and aligned with
the relevant definitions contained in other
acts of Union law, such as Regulation (EU)
2022/2065.

Amendment

(11) A substantial connection to the
Union should be considered to exist where
the relevant information society services
has an establishment in the Union or, in its
absence, where the number of recipients of
the service in one or more Member States
is significant in relation to its or their
population, or on the basis of the targeting
of activities towards one or more Member
States. The targeting of activities towards
one or more Member States should be
determined on the basis of all relevant
circumstances, including factors such as
the use of a language or a currency

RR\1290746EN.docx



possibility of ordering products or services,
or using a national top level domain. The
targeting of activities towards a Member
State could also be derived from the
availability of a software application in the
relevant national software application
store, from the provision of local
advertising or advertising in the language
used in that Member State, or from the
handling of customer relations such as by
providing customer service in the language
generally used in that Member State. A
substantial connection should also be
assumed where a service provider directs
its activities to one or more Member State
as set out in Article 17(1), point (c), of
Regulation (EU) 1215/2012 of the
European Parliament and of the Council** .
Mere technical accessibility of a website
from the Union should not, alone, be
considered as establishing a substantial
connection to the Union.

4 Regulation (EU) No 1215/2012 of the
European Parliament and of the Council of
12 December 2012 on jurisdiction and the
recognition and enforcement of judgments
in civil and commercial matters (OJ L 351,
20.12.2012, p. 1).

Amendment 12

Proposal for a regulation
Recital 14

Text proposed by the Commission

(14)  With a view to minimising the risk
that their services are misused for the
dissemination of known or new child
sexual abuse material or the solicitation of
children, providers of hosting services and
providers of publicly available
interpersonal communications services
should assess such risk for each of the
services that they offer in the Union. To

RR\1290746EN.docx

generally used in that Member State, or the
possibility of ordering products or services,
or using a national top level domain. The
targeting of activities towards a Member
State could also be derived from the
availability of a software application in the
relevant national software application
store, from the provision of local
advertising or advertising in the language
used in that Member State, or from the
handling of customer relations such as by
providing customer service in the language
generally used in that Member State. A
substantial connection should also be
assumed where a service provider directs
its activities to one or more Member State
as set out in Article 17(1), point (c), of
Regulation (EU) 1215/2012 of the
European Parliament and of the Council** .
Mere technical accessibility of a website
from the Union should not, on that ground
alone, be considered as establishing a
substantial connection to the Union.

4 Regulation (EU) No 1215/2012 of the
European Parliament and of the Council of
12 December 2012 on jurisdiction and the
recognition and enforcement of judgments
in civil and commercial matters (OJ L 351,
20.12.2012, p. 1).

Amendment

(14)  With a view to minimising the risk
that their services are misused for the
dissemination of known or new child
sexual abuse material or the solicitation of
children, providers of hosting services and
providers of publicly available number
independent interpersonal communications
services should assess such risk stemming,
inter alia, from the design, functioning

PE746.811v02-00
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guide their risk assessment, a non-
exhaustive list of elements to be taken into
account should be provided. To allow for a
full consideration of the specific
characteristics of the services they offer,
providers should be allowed to take
account of additional elements where
relevant. As risks evolve over time, in
function of developments such as those
related to technology and the manners in
which the services in question are offered
and used, it is appropriate to ensure that the
risk assessment is updated regularly and
when needed for particular reasons.

Amendment 13

Proposal for a regulation
Recital 14 a (new)

Text proposed by the Commission

PE746.811v02-00
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and use of their services that they offer in
the Union. That risk assessment should be
specific to the services they offer and
proportionate to the risk considering its
severity and probability. To guide their
risk assessment, a non-exhaustive list of
elements to be taken into account should be
provided. To allow for a full consideration
of the specific characteristics of the
services they offer, providers should be
allowed to take account of additional
elements where relevant. As risks evolve
over time, in function of developments
such as those related to technology and the
manners in which the services in question
are offered and used, it is appropriate to
ensure that the risk assessment is updated
regularly and when needed for particular
reasons.

Amendment

(14a) The obligation to conduct a risk
assessment should apply, in any case, to
very large online platforms and to those
providers which are substantial, exposed
to online child sexual abuse. Providers
that qualify as small and micro
enterprises as defined in Commission
Recommendation 2003/361/EC should
carry out a simplified risk assessment.
Irrespective of their size or their
substantially exposure to online child
sexual abuse, providers of online games
that operate number-independent
interpersonal communications service
within their games, platforms primarily
used for the dissemination of
pornographic content and providers
offering services directly targeting
children should carry out a risk
assessment.

RR\1290746EN.docx



Amendment 14

Proposal for a regulation
Recital 15

Text proposed by the Commission

(15)  Some of those providers of relevant
information society services in scope of
this Regulation may also be subject to an
obligation to conduct a risk assessment
under Regulation (EU) .../... [on a Single
Market For Digital Services (Digital
Services Act) and amending Directive
2000/31/EC] with respect to information
that they store and disseminate to the
public. For the purposes of the present
Regulation, those providers may draw on
such a risk assessment and complement it
with a more specific assessment of the
risks of use of their services for the
purpose of online child sexual abuse, as
required by this Regulation.

Amendment 15

Proposal for a regulation
Recital 16

Text proposed by the Commission

(16)  In order to prevent and combat
online child sexual abuse effectively,
providers of hosting services and providers
of publicly available interpersonal
communications services should take
reasonable measures to mitigate the risk of
their services being misused for such
abuse, as identified through the risk
assessment. Providers subject to an
obligation to adopt mitigation measures
pursuant to Regulation (EU) .../... [on a
Single Market For Digital Services
(Digital Services Act) and amending
Directive 2000/31/EC] may consider to

RR\1290746EN.docx
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Amendment

(15)  Some of those providers of relevant
information society services in scope of
this Regulation may also be subject to an
obligation to conduct a risk assessment
under Regulation (EU) 2022/2065 respect
to information that they store and
disseminate to the public. For the purposes
of the present Regulation, and in order to
ensure consistency and avoid unnecessary
burdens and duplications, those providers
may draw on such a risk assessment for the
purpose of the risk assessment under this
Regulation and complement it with a more
specific assessment of the risks of use of
their services for the purpose of online
child sexual abuse, as required by this
Regulation.

Amendment

(16) In order to prevent and combat
online child sexual abuse effectively,
providers of hosting services and providers
of publicly available number-independent
interpersonal communications services
should take reasonable measures to
mitigate the risk of their services being
misused for such abuse, as identified
through the risk assessment. Providers
subject to an obligation to adopt mitigation
measures pursuant to Regulation (EU)
2022/2065 may consider to which extent
mitigation measures adopted to comply
with that obligation, which may include

PE746.811v02-00
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which extent mitigation measures adopted
to comply with that obligation, which may
include targeted measures to protect the
rights of the child, including age
verification and parental control tools, may
also serve to address the risk identified in
the specific risk assessment pursuant to this
Regulation, and to which extent further
targeted mitigation measures may be
required to comply with this Regulation.

Amendment 16

Proposal for a regulation
Recital 17

Text proposed by the Commission

(17)  To allow for innovation and ensure
proportionality and technological
neutrality, no exhaustive list of the
compulsory mitigation measures should be
established. Instead, providers should be
left a degree of flexibility to design and
implement measures tailored to the risk
identified and the characteristics of the
services they provide and the manners in
which those services are used. In
particular, providers are free to design and
implement, in accordance with Union law,
measures based on their existing practices
to detect online child sexual abuse in their
services and indicate as part of the risk
reporting their willingness and
preparedness to eventually being issued a
detection order under this Regulation, if
deemed necessary by the competent
national authority.

Amendment 17

Proposal for a regulation
Recital 17 a (new)

PE746.811v02-00

targeted measures to protect the rights of
the child, including age verification and
parental control tools, may also serve to
address the risk identified in the specific
risk assessment pursuant to this
Regulation, and to which extent further
targeted mitigation measures may be
required to comply with this Regulation.

Amendment

(17)  To allow for innovation and ensure
proportionality and technological
neutrality, no exhaustive list of the
compulsory mitigation measures should be
established. Instead, providers should be
left a degree of flexibility to design and
implement measures tailored to the risk
identified and the characteristics of the
services they provide and the manners in
which those services are used. In
particular, providers are free to design and
implement, in accordance with Union law,
measures based on their existing practices
to detect and prevent, online child sexual
abuse in their services. Mitigation
measures should aim to contribute to
prevent child sexual abuse from
happening in the first place, and
consequently detection orders should be
issued only to providers that have failed to
take all reasonable and proportionate
mitigation measures to address the risk
identified.
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Text proposed by the Commission

Amendment 18

Proposal for a regulation
Recital 18

Text proposed by the Commission

(18)  In order to ensure that the
objectives of this Regulation are achieved,
that flexibility should be subject to the
need to comply with Union law and, in
particular, the requirements of this
Regulation on mitigation measures.
Therefore, providers of hosting services
and providers of publicly available
interpersonal communications services
should, when designing and implementing
the mitigation measures, give importance
not only to ensuring their effectiveness, but
also to avoiding any undue negative
consequences for other affected parties,
notably for the exercise of users’
fundamental rights. In order to ensure
proportionality, when determining which
mitigation measures should reasonably be
taken in a given situation, account should
also be taken of the financial and
technological capabilities and the size of
the provider concerned. When selecting
appropriate mitigation measures, providers
should at least duly consider the possible
measures listed in this Regulation, as well
as, where appropriate, other measures such
as those based on industry best practices,
including as established through self-
regulatory cooperation, and those
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Amendment

(17a) top Online platforms primarily
used for the dissemination of
pornographic content and providers of
online games falling under the scope of
this Regulation should take additional
technical and organisational measures to
ensure safety and security by design and
by default for children.

Amendment

(18)  In order to ensure that the
objectives of this Regulation are achieved,
that flexibility should be subject to the
need to comply with Union law and, in
particular, the requirements of this
Regulation on mitigation measures.
Therefore, providers of hosting services
and providers of publicly available
number-independent interpersonal
communications services should, when
designing and implementing the mitigation
measures, give importance not only to
ensuring their effectiveness, but also to
avoiding any undue negative consequences
for other affected parties, notably for the
exercise of users’ fundamental rights or if
they disproportionately affect people
experiencing intersectional
discrimination, including on the basis of
sex, race, colour, ethnic or social origin,
genetic features, language, religion or
belief, political or any other opinion,
membership of a national minority,
property, birth, disability, age, gender or
sexual orientation. Particular care should
be taken to assess the impact on girls, who
are at a greater risk of being subject to
child sexual abuse and gender-based
violence. In order to ensure proportionality,
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contained in guidelines from the
Commission. When no risk has been
detected after a diligently conducted or
updated risk assessment, providers should
not be required to take any mitigation
measures.

Amendment 19

Proposal for a regulation
Recital 18 a (new)

Text proposed by the Commission
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when determining which mitigation
measures should reasonably be taken in a
given situation, account should also be
taken of the ongoing effectiveness of the
measures, the financial and technological
capabilities and the size of the provider
concerned. Therefore mitigation measures
should always be the least intrusive option
possible. When selecting appropriate
mitigation measures, providers should at
least duly consider the possible measures
listed in this Regulation, as well as, where
appropriate, other measures such as those
based on industry best practices, including
as established through self-regulatory
cooperation, and those contained in
guidelines from the Commission. Clear
targets, oversight, review and adaptation,
led by the competent authorities, are
needed to avoid measures becoming
redundant, disproportionate, ineffective,
counterproductive or outdated. When no
risk has been detected after a diligently
conducted or updated risk assessment,
providers should not be required to take
any mitigation measures.

Amendment

(18a) Parental control features and
functionalities should be limited to
allowing allow parents, or guardians only
to prevent children from accessing
platforms or services that are
inappropriate for their age or fall under
an age-restriction applicable under
national law, or to help prevent them from
being exposed to content that is
inappropriate. Those measures should be
in accordance with Regulation (EU)
2016/679 and the Convention on the
Rights of the Child, in particular General
Comment 25 (2021) on children’s rights
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Amendment 20

Proposal for a regulation
Recital 18 b (new)

Text proposed by the Commission

Amendment 21

Proposal for a regulation
Recital 18 ¢ (new)

Text proposed by the Commission
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in relation to the digital environment,
respect the integrity and safety of the
device and not allow unauthorised access
or control by third parties.

Amendment

(18b) Providers should have to establish
and operate an accessible, age-
appropriate, child-friendly and user-
friendly reporting mechanism that allows
any user or entity to flag or notify them
the presence of potential online child
sexual abuse on their services, including
self-generated material.

Amendment

(18c) Providers that have identified a
risk of use of their services for the
purpose of the solicitation of children,
should be able to take age verification
measures. The implementation of
technical procedures to verify the age of
users is likely to result in the processing
of personal data. Such processing is
particularly sensitive in view of its
purpose and is subject to Regulation (EU)
2016/679. Age verification systems should
strictly comply with the principle of data
minimization. In addition, the
requirement to set up an age verification
system for the legitimate purpose of
protecting minors provided for in this
Regulation does not justify a general
obligation to identify oneself prior to
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Amendment 22

Proposal for a regulation
Recital 19

Text proposed by the Commission

(19)  In the light of their role as
intermediaries facilitating access to
software applications that may be misused
for online child sexual abuse, providers of
software application stores should be made

PE746.811v02-00

consulting any site offering content.
Being able, in principle, to benefit from
online public communication services
without having to identify oneself, or by
using pseudonyms, contributes to the
freedom to inform oneself and to the
protection of users' privacy. This is an
essential element in the exercise of these
freedoms on the Internet. Providers
should use systems that provide proof of
age without revealing the identity of the
user as foreseen in Regulation .../...
amending Regulation (EU) No 910/2014
as regards establishing a framework for a
European Digital Identity. Such services
could, for example, be based on a trusted
third-party organization, which would
have to incorporate a double anonymity
mechanism preventing the trusted third
party from identifying the site or
application at the origin of a verification
request, on the one hand, and preventing
the transmission of identifying data
relating to the user to the site or
application, on the other. The means of
proof should therefore be in the hands of
its bearer and limited to a single age
attribute. The trusted third-party
organisation should also incorporate all
personal data protection guarantees, and
in particular inform the person
concerned, in simple terms and adapted to
each audience, of the risks and rights
associated with the processing of his or
her data.

Amendment

(19)  In the light of their role as
intermediaries facilitating access to
software applications that may be misused
for online child sexual abuse, providers of
software application stores considered as
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subject to obligations to take certain
reasonable measures to assess and mitigate
that risk. The providers should make that
assessment in a diligent manner, making
efforts that are reasonable under the given
circumstances, having regard inter alia to
the nature and extent of that risk as well as
their financial and technological
capabilities and size, and cooperating with
the providers of the services offered
through the software application where
possible.

Amendment 23

Proposal for a regulation
Recital 20

Text proposed by the Commission

(20)  With a view to ensuring effective
prevention and fight against online child
sexual abuse, when mitigating measures
are deemed insufficient to limit the risk of
misuse of a certain service for the purpose
of online child sexual abuse, the
Coordinating Authorities designated by
Member States under this Regulation
should be empowered to request the
issuance of detection orders. In order to
avoid any undue interference with
fundamental rights and to ensure
proportionality, that power should be
subject to a carefully balanced set of limits
and safeguards. For instance, considering
that child sexual abuse material tends to be
disseminated through hosting services and
publicly available interpersonal
communications services, and that
solicitation of children mostly takes place

RR\1290746EN.docx

gatekeepers under Regulation (EU)
2022/1925 should be made subject to
obligations to take certain reasonable
measures to assess and mitigate that risk,
specifically preventing children from
accessing the software applications in
relation to which the provider of software
application has explicity informed that it
does not permit its use by children or
when it has an age rating model in place.
The providers should make that assessment
in a diligent manner, making efforts that
are reasonable under the given
circumstances, having regard inter alia to
the nature and extent of that risk as well as
their financial and technological
capabilities and size, and cooperating with
the providers of the services offered
through the software application where
possible.

Amendment

(20)  With a view to ensuring effective
prevention and fight against online child
sexual abuse, when the provider refuses to
cooperate by putting in place the
mitigating measures aimed to limit the risk
of misuse of a certain service for the
purpose of online child sexual abuse, the
Coordinating Authorities designated by
Member States under this Regulation
should be empowered to request, as a
measure of last resort, the issuance of
detection orders. In order to avoid any
undue interference with fundamental rights
and to ensure proportionality, that power
should be subject to a carefully balanced
set of limits and safeguards. For instance,
considering that child sexual abuse
material tends to be disseminated through
hosting services and publicly available
number-independent interpersonal
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in publicly available interpersonal
communications services, it should only be
possible to address detection orders to
providers of such services.

Amendment 24

Proposal for a regulation
Recital 21

Text proposed by the Commission

(21)  Furthermore, as parts of those
limits and safeguards, detection orders
should only be issued after a diligent and
objective assessment leading to the finding
of a significant risk of the specific service
concerned being misused for a given type
of online child sexual abuse covered by
this Regulation. One of the elements to be
taken into account in this regard is the
likelihood that the service is used to an
appreciable extent, that is, beyond isolated
and relatively rare instances, for such
abuse. The criteria should vary so as to
account of the different characteristics of
the various types of online child sexual
abuse at stake and of the different
characteristics of the services used to
engage in such abuse, as well as the
related different degree of intrusiveness of
the measures to be taken to execute the
detection order.

PE746.811v02-00

communications services, it should only be
possible to address detection orders to
providers of such services. As a matter of
principle, detection orders should be
addressed to the service provider acting as
a controller. However, in some
circumstances, determining whether a
service provider has the role of controller
or processor can prove particularly
challenging or addressing the controller
may be detrimental to an ongoing
investigation. Consequently, as an
exception, it should be possible to address
a detection order directly to the service
provider that stores or otherwise processes
the data.

Amendment

(21)  Furthermore, as parts of those
limits and safeguards, detection orders
should only be issued by a judicial
authority and only after a diligent and
objective assessment leading to the finding
of reasonable grounds of suspicion for a
link, at least an indirect one, of the service
concerned being misused by individual
users, or a specific group of users, either
as such or as subscribers to a specific
channel of communication for child
sexual abuse material. Reasonable
grounds are those resulting from any
information reliable and legally acquired
that suggest that individual users, or a
specific group of users, either as such or
as subscribers to a specific channel of
communication might have a link, even
an indirect or remote one, with child
sexual abuse material. A link with child
sexual abuse material should be deemed
to exist where on the basis of objective
evidence there is a reasonable suspicion
that such material will be detected in the
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Amendment 25

Proposal for a regulation
Recital 21 a (new)

Text proposed by the Commission
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use of a service by a user. Where a
channel is operated specifically for the
purpose of distributing child sexual abuse
material, the subscribers to that channel
should be considered linked to child
sexual abuse material. Conduct which is
legal according to Directive 2011/92/EU
or national law transposing it should not
be deemed a reasonable ground of
suspicion. In order to conduct such an
assessment a fluent dialogue needs to be
established between the Coordinating
Authority and the provider. With the view
at achiving that aim, it should be possible
for the Coordinating Authority to request
additional information to the EU Centre,
the competent data protection authorities
or any other public authority or entities.

Amendment

(21a) The definition of child sexual
abuse material provided in Article 2 has to
be interpreted taking into account
Directive 2011/93/EU. Therefore,
personal communication between
consenting peers as well as children over
the age of sexual consent and their
partners are out of the scope of the
definition insofar those images does not
involve any abuse or exploitation or
payment or remuneration for
pornographic performance and the
images have not been disseminated
without the consent of the parties
involved. Likewise, images produced for
medical or scientific purposes, strictly
verifiable as such, should remain out of
the scope of definition of child sexual
abuse material.
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Amendment 26

Proposal for a regulation
Recital 22

Text proposed by the Commission

(22)  However, the finding of such a
significant risk should in itself be
insufficient to justify the issuance of a
detection order, given that in such a case
the order might lead to disproportionate
negative consequences for the rights and
legitimate interests of other affected
parties, in particular for the exercise of
users’ fundamental rights. Therefore, it
should be ensured that detection orders can
be issued only after the Coordinating
Authorities and the competent judicial
authority or independent administrative
authority having objectively and diligently
assessed, identified and weighted, on a
case-by-case basis, not only the likelihood
and seriousness of the potential
consequences of the service being misused
for the type of online child sexual abuse
at issue, but also the likelihood and
seriousness of any potential negative
consequences for other parties affected.
With a view to avoiding the imposition of
excessive burdens, the assessment should
also take account of the financial and
technological capabilities and size of the
provider concerned.

Amendment 27

Proposal for a regulation
Recital 23

Text proposed by the Commission

(23)  In addition, to avoid undue
interference with fundamental rights and
ensure proportionality, when it is
established that those requirements have
been met and a detection order is to be
1ssued, it should still be ensured that the
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Amendment

(22) It should be ensured that detection
orders can be issued only after the
Coordinating Authorities and the
competent judicial authority having
objectively and diligently assessed,
identified and weighted, on a case-by-case
basis, the likelihood and seriousness of any
potential negative consequences for other
parties affected, including the users of the
service. With a view to avoiding the
imposition of excessive burdens, the
assessment should also take account of the
financial and technological capabilities and
size of the provider concerned.

Amendment

(23)  In addition, to avoid undue
interference with fundamental rights and
ensure proportionality, when it is
established that those requirements have
been met and a detection order is to be
issued, it should still be ensured that the
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detection order is targeted and specified so
as to ensure that any such negative
consequences for affected parties do not go
beyond what is strictly necessary to
effectively address the significant risk
identified. This should concern, in
particular, a limitation to an identifiable
part or component of the service where
possible without prejudice to the
effectiveness of the measure, such as
specific types of channels of a publicly
available interpersonal communications
service, or to specific users or specific
groups of users, to the extent that they can
be taken in isolation for the purpose of
detection, as well as the specification of
the safeguards additional to the ones
already expressly specified in this
Regulation, such as independent auditing,
the provision of additional information or
access to data, or reinforced human
oversight and review, and the further
limitation of the duration of application of
the detection order that the Coordinating
Authority deems necessary. To avoid
unreasonable or disproportionate
outcomes, such requirements should be set
after an objective and diligent assessment
conducted on a case-by-case basis.

Amendment 28

Proposal for a regulation
Recital 24

Text proposed by the Commission

(24)  The competent judicial authority or
the competent independent administrative
authority, as applicable in accordance with
the detailed procedural rules set by the
relevant Member State, should be in a
position to take a well-informed decision
on requests for the issuance of detections
orders. That is of particular importance to
ensure the necessary fair balance of the
fundamental rights at stake and a consistent
approach, especially in connection to
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detection order is limited in time so as to
ensure that any such negative
consequences for affected parties do not go
beyond what is strictly necessary to
effectively address the significant risk
identified. This should concern, in
particular, a limitation to individual users,
or a specific group of users, either as such
or as subscribers to a specific channel of
communication in respect of whom there
are reasonable grounds of suspicion for a
link, even an indirect one, with child
sexual abuse material as defined in
Article 2 as well as the specification of the
safeguards additional to the ones already
expressly specified in this Regulation, such
as independent auditing, the provision of
additional information or access to data, or
reinforced human oversight and review,
and the further limitation of the duration of
application of the detection order that the
Coordinating Authority deems necessary.
To avoid unreasonable or disproportionate
outcomes, such requirements should be set
after an objective and diligent assessment
conducted on a case-by-case basis.

Amendment

(24) The competent judicial authority, as
applicable in accordance with the detailed
procedural rules set by the relevant
Member State, should be in a position to
take a well-informed decision on requests
for the issuance of detections orders. That
is of particular importance to ensure the
necessary fair balance of the fundamental
rights at stake and a consistent approach.
Therefore, a procedure should be provided
for that allows the providers concerned, the
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detection orders concerning the
solicitation of children. Therefore, a
procedure should be provided for that
allows the providers concerned, the EU
Centre on Child Sexual Abuse established
by this Regulation (‘EU Centre’) and,
where so provided in this Regulation, the
competent data protection authority
designated under Regulation (EU)
2016/679 to provide their views on the
measures in question. They should do so as
soon as possible, having regard to the
important public policy objective at stake
and the need to act without undue delay to
protect children. In particular, data
protections authorities should do their
utmost to avoid extending the time period
set out in Regulation (EU) 2016/679 for
providing their opinions in response to a
prior consultation. Furthermore, they
should normally be able to provide their
opinion well within that time period in
situations where the European Data
Protection Board has already issued
guidelines regarding the technologies that a
provider envisages deploying and
operating to execute a detection order
addressed to it under this Regulation.

Amendment 29

Proposal for a regulation
Recital 25

Text proposed by the Commission

(25) Where new services are concerned,
that is, services not previously offered in
the Union, the evidence available on the
potential misuse of the service in the last
12 months is normally non-existent.
Taking this into account, and to ensure
the effectiveness of this Regulation, the
Coordinating Authority should be able to
draw on evidence stemming from
comparable services when assessing
whether to request the issuance of a
detection order in respect of such a new
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EU Centre on Child Sexual Abuse
established by this Regulation (‘EU
Centre’) and, where so provided in this
Regulation, the competent data protection
authority designated under Regulation
(EU) 2016/679 to provide their views on
the measures in question. They should do
so without undue delay, having regard to
the important public policy objective at
stake and the need to act without undue
delay to protect children. In particular, data
protections authorities should do their
utmost to avoid extending the time period
set out in Regulation (EU) 2016/679 for
providing their opinions in response to a
prior consultation. Furthermore, they
should normally be able to provide their
opinion well within that time period in
situations where the European Data
Protection Board has already issued
guidelines regarding the technologies that a
provider envisages deploying and
operating to execute a detection order
addressed to it under this Regulation.

Amendment

deleted
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service. A service should be considered
comparable where it provides a functional
equivalent to the service in question,
having regard to all relevant facts and
circumstances, in particular its main
characteristics and functionalities, the
manner in which it is offered and used,
the user base, the applicable terms and
conditions and risk mitigation measures,
as well as the overall remaining risk

profile.

Amendment 30

Proposal for a regulation
Recital 26

Text proposed by the Commission

(26)  The measures taken by providers of
hosting services and providers of publicly
available interpersonal communications
services to execute detection orders
addressed to them should remain strictly
limited to what is specified in this
Regulation and in the detection orders
issued in accordance with this Regulation.
In order to ensure the effectiveness of those
measures, allow for tailored solutions,
remain technologically neutral, and avoid
circumvention of the detection obligations,
those measures should be taken regardless
of the technologies used by the providers
concerned in connection to the provision of
their services. Therefore, this Regulation
leaves to the provider concerned the choice
of the technologies to be operated to
comply effectively with detection orders
and should not be understood as
incentivising or disincentivising the use of
any given technology, provided that the
technologies and accompanying measures
meet the requirements of this Regulation.
That includes the use of end-to-end
encryption technology, which is an
important tool to guarantee the security
and confidentiality of the communications
of users, including those of children.
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Amendment

(26)  The measures taken by providers of
hosting services and providers of publicly
available number-independent
interpersonal communications services to
execute detection orders addressed to them
should remain strictly limited to what is
specified in this Regulation and in the
detection orders issued in accordance with
this Regulation. In order to ensure the
effectiveness of those measures, allow for
tailored solutions, remain technologically
neutral, and avoid circumvention of the
detection obligations, those measures
should be taken regardless of the
technologies used by the providers
concerned in connection to the provision of
their services. Therefore, this Regulation
leaves to the provider concerned the choice
of the technologies to be operated to
comply effectively with detection orders
and should not be understood as
incentivising or disincentivising the use of
any given technology, provided that the
technologies and accompanying measures
meet the requirements of this Regulation.
When executing the detection order,
providers should take all available
safeguard measures to ensure that the
technologies employed by them cannot be
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When executing the detection order,
providers should take all available
safeguard measures to ensure that the
technologies employed by them cannot be
used by them or their employees for
purposes other than compliance with this
Regulation, nor by third parties, and thus to
avoid undermining the security and
confidentiality of the communications of
users.

Amendment 31

Proposal for a regulation
Recital 27

Text proposed by the Commission

(27)  In order to facilitate the providers’
compliance with the detection obligations,
the EU Centre should make available to
providers detection technologies that they
may choose to use, on a free-of-charge
basis, for the sole purpose of executing the
detection orders addressed to them. The
European Data Protection Board should be
consulted on those technologies and the
ways in which they should be best
deployed to ensure compliance with
applicable rules of Union law on the
protection of personal data. The advice of
the European Data Protection Board should
be taken into account by the EU Centre
when compiling the lists of available
technologies and also by the Commission
when preparing guidelines regarding the
application of the detection obligations.
The providers may operate the
technologies made available by the EU
Centre or by others or technologies that
they developed themselves, as long as they
meet the requirements of this Regulation.
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used by them or their employees for
purposes other than compliance with this
Regulation, nor by third parties, and t